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History of CCA

In 2014, CCA was first mentioned as an approach to assess the
overall fit of a composite model1

1Henseler, J., Dijkstra, T. K., Sarstedt, M., Ringle, C. M., Diamantopoulos, A.,

Straub, D. W., Ketchen, D. J., Hair, J. F., Hult, G. T. M., & Calantone, R. J. (2014).

Common beliefs and reality about PLS: Comments on Rönkkö and Evermann (2013).

Organizational Research Methods, 17(2), 182–209.



History of CCA

In 2018, CCA was fully elaborated2 and in 2020, it was introduced
to business research3

2Schuberth, F., Henseler, J., & Dijkstra, T. K. (2018). Confirmatory composite

analysis. Frontiers in Psychology, 9(2541).
3Henseler, J., & Schuberth, F. (2020). Using confirmatory composite analysis to

assess emergent variables in business research. Journal of Business Research, 120,

147–156.



In memory and special thanks

Theo K. Dijkstra
*17.06.1953 - †14.09.2020



1 History of Confirmatory Composite Analysis

2 Confirmatory Composite Analysis
Model Specification
Model Identification
Model Estimation
Model Assessment

3 Demonstration



Confirmatory composite analysis

Like all approaches to SEM, CCA consists of four steps

Step 1: Model specification

Step 2: Model identification

Step 3: Model estimation

Step 4: Model assessment

Confirmatory composite analysis
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Model specification

Theoretical model

Statistical model
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Two types of concepts

Type of concept: Theoretical concept

Type of construct: Latent variable
Dominant statistical model: Common factor model

η
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ε2ε1 ε3

λ2λ1 λ3

Statistical approach: Confirmatory factor analysis

Examples: Attitudes, traits



Two types of concepts

Type of concept: Theoretical concept Forged concept

Type of construct: Latent variable Emergent variable
Dominant statistical model: Common factor model Composite model

η

y2y1 y3

ε2ε1 ε3

λ2λ1 λ3

η

y2y1 y3

w2w1 w3

Statistical approach: Confirmatory factor analysis Confirmatory composite analysis

Examples: Attitudes, traits Capabilities, indices, values



Decision

Decision about the outer model4

4Henseler, J. (in press). Composite-based structural equation modeling: Analyzing

latent and emergent variables. New York, The Guilford Press.



Example specification
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Minimal composite model



Model-implied variance-covariance matrix

The model-implied variance-covariance matrix Σ(θ) of the minimal
composite model:

Σ(θ) =



y x1 x2 z

σyy

λ1σyη σ11

λ2σyη σ12 σ22

σyz λ1σηz λ2σηz σzz

 ,

where λ1 = cov(x1, η) and λ2 = cov(x2, η).



Step 1: Model specification

Step 2: Model identification

Step 3: Model estimation

Step 4: Model assessment
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Model identification

Parameters in Σ(θ) can be uniquely retrieved from the population
variance-covariance matrix Σ.

For the minimal composite model:



y x1 x2 z

σyy

λ1σyc σ11

λ2σyc σ12 σ22

σyz λ1σcz λ2σcz σzz

 =



y x1 x2 z

σyy

σy1 σ11

σy2 σ12 σ22

σyz σ1z σ2z σzz


(1) σyy = σyy (2) λ1σyη = σy1 (3) σ11 = σ11

(4) λ2σyη = σy2 (5) σ12 = σ12 (6) σ22 = σ22

(7) σyz = σyz (8) λ1σηz = σ1z (9) λ2σηz = σ2z

(10) σzz = σzz



Identification rules

Identification of composite models is straightforward:5

I Fix scale of all emergent variables, e.g., w ′
jΣjjw j = 1

I Each emergent variable must be connected to at least one
emergent variable or variable not forming the emergent
variable

(I Structural model needs to be identified)⇒ All model parameters can be uniquely retrieved from the
population indicator covariance matrix

5Ignoring trivial regularity assumptions such as weight vectors consisting of
zeros only; and similarly, we ignore cases where intra-block covariance matrices
are singular.



Not identified composite model
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Infinite number of weight sets satisfying the scaling condition, i.e.,
variance of emergent variable equals 1: w ′Σw = 1.
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Step 3: Model estimation

Step 4: Model assessment
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Model estimation

Typically the population parameters θ are unknown as we only
have a sample at hand

⇒ Model parameters need to be estimated based on a sample
(which is representative of the considered population)



Which estimator to choose?

Consistent estimator Unbiased estimator
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Potential Candidates

To estimate the parameters, several methods can be used:

I Approaches to generalized canonical correlation analysis
(GCCA) such as MAXVAR (Kettenring, 1971)

I Regularized general canonical correlation analysis (RGCCA,
Tenenhaus & Tenenhaus, 2011)

I Iterative partial least squares algorithm (PLS, Wold, 1975)

I Generalized structured component analysis (GSCA, Hwang &
Takane, 2004)

I Maximum-likelihood estimator

Predetermined weights such as unit weights or expert weights are
also conceivable.
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Model assessment

Model assessment consists of two steps:

I Overall model fit assessment

I Assessment of the emergent variables



Overall model fit assessment

Overall model fit assessment is crucial to investigate whether the
model is an acceptable description of reality.
The overall model fit can be assessed in two non-exclusive ways:

I Test for exact model fit

I Fit indices (heuristic rules)



Test for exact model fit

To test the exact model fit (H0 : Σ = Σ(θ)), a bootstrap-based
test was proposed for CCA (Beran & Srivastava, 1985; Schuberth
et al., 2018) in combination with various discrepancy measures
such as

I Standardized root mean squared residual (SRMR)

I Geodesic distance (dG )

I Squared Euclidean distance (dL)



Bootstrap-based test for exact model fit



Fit indices

Tests for exact model fit are often regarded as too stringent.

The hypothesis of exact fit is often regarded as not plausible: “All
models are wrong” (Box, 1976)

Approximate fit indices such as

I Standardized root mean squared residual (SRMR, Bentler,
1995; Schuberth et al., 2018), and

I Goodness of fit index (GFI, Cho et al., accepted; Jöreskog &
Sörbom, 1989)

quantify the degree of misfit.

⇒ The larger their value, the larger the misfit.



Criticism on fit indices

Fit indices have been criticized:

I Fit indices are descriptive and non-inferential

I Derived thresholds are subjective and arbitrary



Assessment of emergent variables

Do the estimates align with your theory?

Compare

I estimated parameters,

I sign of the estimates, and

I significance of the estimate

with your expectations/theory

Assess potential multicollinearity issues, e.g., consider variance
inflation factor.



Confusion

In 2020, CCA was dubbed as the method of confirming
measurement quality (MCMQ) in PLS-SEM (Hair et al., 2020)

Problem
CCA and MCMQ are not the same!



Difference between CCA and MCMQ

Differences between CCA and MCMQ6

Confirmatory composite Analysis Method of confirming measurement quality

Purpose: Assessing composite models. Confirming the quality of reflective and for-
mative measurement models.

Steps: Model specification, model identification,
model estimation, model assessment.

Seven steps to assess reflective measurement
models and five steps to assess formative
measurement models.

Relation to PLS: Not tied to PLS, but it can serve as an es-
timator.

MCMQ is the evaluation step of PLS-SEM.

Role of Fit: Assessment of model fit is an essential step
of CCA.

MCMQ does not require the assessment of
model fit.

Efficacy: Evidence of its efficacy (mathematical and
empirical).

Counterevidence of its efficacy.

⇒ Make sure to not confuse the CCA and MCMQ

6Schuberth, F. (2021). Confirmatory composite analysis using partial least

squares: Setting the record straight. Review of Managerial Science, 15(1).
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Demonstration

Considering Value of Destination Experience (VDE)7:

“Also, there is one more second-order construct for the perceived
value of destination formed from a scale measuring functional,
social, and emotional value” (Lee et al., 2018, p.492)

Hypothesis:
VDE emerges from Functional, Social and Emotional Values within
its environment.

VDE’s enivronment consists of:

I Service Experience Satisfaction (SES)

I Travel Experience Satisfaction (TES)

I Tourist Happiness (TH)
7Lee, H., Lee, J., Chung, N., & Koo, C. (2018). Tourists’ happiness: Are there

smart tourism technology effects? Asia Pacific Journal of Tourism Research, 23(5),

486–501.



Demonstration

Model specification:

VDE TH

SES

TES

SV

FV

EV

wSV

wFV

wEV

Model identification:

I Scale of the emergent variable is fixed (ensured by PLS)

I Emergent variable is not isolated⇒ Model is identified



Demonstration

To conduct the analysis, ADANCO can be used:
https://www.composite-modeling.com/

Similarly, the R package cSEM can be used:
https://github.com/M-E-Rademaker/cSEM
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Appendix

Steps in ADANCO
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